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In this study we will focus on computing 
the topological invariant of a high 
dimensional data set. By this kind of 
topological analysis, we are able to 
indicate the qualitative result about the  
high-dimensional data set. Generally 
speaking, it can be an aid to visualisation 
of high dimensional data. We will use the 
medical data set as an example to show 
how the method describe the shape of 
the data set. 
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Procedure	
  

First, we try to reduce the dimension of 
the data set by selecting the most relevant 
8 factors of the patients. And interpolation  
is needed to fill in the missing data of the  
patients. But It must be pointed out that 
 direct application of simplicial complex  
approximation to the original data points  
will unfortunately lead to wrong detection 
 since there are points distributed far away 
 from the high-density regions. To obtain  
a high-density subset, we rely on a simple 
 density function 

The crucial step is to find the distance matrix 
where   

After that, we are going to form a set X(K,p). 
Since the original data is of big magnitude, 
it is suggested to use parallel computing on  
super computers. 

Step1:	
  P0	
  read	
  and	
  send	
  each	
  part	
  to	
  	
  
other	
  processors.	
  

Step2:Let A and B be two collection of points. 
Calculate the distance matrix between A and B  
and then shift the B between each processors  
and calculate again. 

Step3:Continuing in this way we can get  
the distance matrix and then do the rearr- 
angement and take out the k-th column in 
each processor. 

Do the rearrangement again on k-th column 
 and record the points which is on the top p%  
in the rearrangement.Then these points form 
 X(K,p), a subset of the original data.  

After obtaining the X(k,p), we will select the 
landmark points to build the simplicial com- 
plex. 
Algorithm: example	
  of	
  	
  

landmarks	
  from	
  
data	
  set:	
  

We use the landmarks to build the 
simplicial complex and then the final 
process is to calculate the bettie number 
Noting that                   ,we have 

The bettie number                 , where 
1. 
2.                             , where N is the number  
 of rows of the transition matrix. 
 
Our goal now is to calculate the rank of matrix. 
Below is the algorithm: 

Finally will get the Smithnormal matrix, like  
below which will directly tell us the rank: 

There is a very powerful software Javaplex 
 in Matlab which can help us compute the  
homology. Javaplex is mainly developed by 
the Computational Topology workgroup at  
Stanford University.  
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These four graphs tell the bettie numbers of different 
sets X(K,p). The first box represents the bettie 0 which 
is the number of the connected components and bettie 
1 and 2 represent the number of 1-dim and 2-dim holes 
in the graph. The blue line indicates the existence of  
the hole with the change parameter. Even though there 
 are some short lines which is the noise, we can still  
concentrate on the lasting lines. It seems that there is one 
 connected component and 2 1-dim holes and a 2-dim hole  
which performs like a Torus( right bottom). We will try more  
X(K,p) later and provide more convincing evidence. 


