Reconstruction of High Resolution Images Using Deep Transfer Learning
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Introduction Models and Algorithms
Background: : :
on Single image proceSSing with 2D CNN. Compared to e Basic SRCNN MOdeI: ® FSRCNN mOdEI: using Single Image Super_ReIosution Model
2-D CNN, 3-D CN.N enables us to extraf:t spatial and Feature Extraction -> Non-linear Mapping -> Reconstruction Contrary to SRCNN model, we do not resize the input
temporal correlations between consecutive frame of 2 Preprocessing: Resize the low-resolution image to before putting them into the neural network. Instead, we ~ ® Separate 2-D and 3-D Networks:
V|dec|>, t.herefore Is more suitable for video image super-  the size of the high-resolution image using bicubic put a deconvolution layer as the last layer of the network SRCNN Network -> Interim Results -> 3D SRnet Network
resolution. interpolation. TR e to upsample the images. Advantage: Can set different hyper-parameter for two models;
: C e ——1 - Snge | snoe , , , , , Easy to train and implement
Main Objective: - 2cs the Second Convolutional Layer | |- e e Since the size of input is smaller, the computational cost . _ Yo biEm
: | network to do suber-resolution on . Disadvantage: Missing backpropogation between two networks
Train a neural networ P s e et ComotatonstLaver of FCRCNN is much smaller than that of SRCNN model.
computer-generated video data, such as climate data, ya 1A A ] e Do super-resolution twice:
in the field of physics. | v Ao B aal Use SRCNN network to super-resolute the video frame-by-frame and
el F(Y) = Wy * F5(Y) + By, | | save the interim results as the input of 3-D model.
. Reszoy el ot _ 177 — == | | Use 3D SRnet network to do sequential-image reconstruction, leveraging
40 | ‘,.I‘oadfine-tunedparameters Fy(Y) = max(0, Wy * Fy(Y) + By). | | o Nonlinear mapping h . | | . b ] f
Data: N % . | - w1 | N the spatial correlations between consecutive frames.
. k. il s il Original |mage--§é5iez§image Fi(Y) = max(0,W; * Y + By), \'. ideo
e Shepp-logan Phantom ° =» © & o = «© 523z , | v Current Problem:
. Interim-Prediction Output Image Sequence .
Model of a human head in the development and e SRCNN Model with Transfer Learing P P Time-stampe x (images) _ Time.ctamps x (images) ) Interim results are
testing of image reconstruction algorithmes. : : : : | | A packed for 3D processing.
Feature Extraction -> Non-linear Mapping -> Reconstruction v / ,
® |Image from Real Cases: . | Single Image After putting the processed
Single images, independent to each other. Freeze the F.eature Extraction Iaye.r, o output Deconvolution Spancng SRéNN S / £ data into the second network,
e Video from Real Cases Use pre-trained parameters as initializers for the 64 * 64 image / 4 % 3D-SRnet verformance is facing a
Videos with main object slight changing and Iater: two layers; . — A g o sudden drop. The combination
moving between frames, used for sequential neural Fine-tune the network using our own dataset. Re-processing Data of two neural network does

(Packaging)

network testing. FSRCNN not make an ‘1+1>2’ effect as
e Climate Data | > ® Two-In-One Network: we expected.
Computer-generated video based on Shallow SRCNN Layers
Water Equations, which are wusually used for ¥
describing the flow under a pressure surface. Lambda Layer Single-Image Reconstruction

(data repacking)

Sequential Image Reconstruction (3-D CNN) —> | SRCNN Network

Performance and Analysis ® Basic 3D SRnet Model 30 Snettayers
Basic SRCNN SRCNN with | B_asic 3D SRnet SRCNN network and Time-domain Information Extraction -> Downgrade -> Output Regard SRCNN network and 3D , o
(Image from Real Cases) | Transfer Learning (Video from Real Cases) 3D SRnet - SRnet as two layers; 5, and Re-Pack Output Image
(Image from Real Cases) (Climate Data) - Add a Lambda Layer as the bridge * NG00 4
PSNR |Raw Data: 33.2460 Raw Data: 33.2460 Raw Data: 22.13095 PSNR [Raw Data: 11.9369 s anciemases  Arimecs2 e of SRCNN and 3D SRnet. Pack Sequential Image Reconstruction
After Processing: 33.94950 | After Processing: 34.90681 | After Processing: 33.1454 Interim Result: 24.2009 e oime=ntEne Tine = 2 consecutive frames as a small batch, 3D SRnet
SSIM | Raw Data: 0.91219 ~ow Data: 0.91219 o Data: 0.73280 After Reloading: ©.4658 — Tine resize the output tensor f.rc.Jm SRCNN
After Processing. 0.92870 | After Processing. 0.93395 | After Processing. 0.95365 After Processing: 16.9059 e Iayer' and Pass the modified tensor .
SSIM |Raw Data: 0.2889 R e to 3D SRnet. Data Set Reshape inside the Model
MAE  |Raw Data:0.01673 Raw Data: 0.01673 Raw Data: 10.58593 e 0.8801 o
After Processing: 0.01605 | After Processing: 0.01488 | atter Processing: 5.05191 After Reloading: 0.0752 ‘ : L Challeng?: | | |
Inside the lambda layer, we need to use input batch size as index of
MSE |RawData: 0.00093 Raw Data: 0.00093 Raw Data: 396.006513 After Processing: 0.3452 proces he single mage Comvolue wihout Pacding looping. But the number is stored to be dynamic, means we cannot get the exact
After Processing: 0.00078 | After Processing: 0.00068 | After Processing: 107.7 7480 MSE |RawData: 5060.8718 :n normalmconvmoaei o number to run the code.
nterim Result: 2472685 Use information from pre-frames and post-frames to
e Compression methods (e.g, JPEG) and Resizing impose different loss on pictures; After Reloading:364.29.17 compensate the lost information for one frame. F uture WO rk
e Performance of the neural network also depends on the quality of raw data; After Processing:1325.938 Layer (type) output Shape Param #

. Hyper_parameter tuning Can improve performance Of neural network’ bUt the o s S S S S G G S S S e G S e e S S S S S G . e e G e e e Due to Ilmlt Of ComputatIOnaI Ca paCIty and IaCk Of apprOprIate

improvement is not significant: PSNR: Peak Singnal-to-noise Ratio conv3d_1 (Conv3D) (None, 5, 64, 64, 32) 896 data, we have not done enough training on our neural network. We

- - SSIM: Structural Similarity Index :
® Deepen the network (adding more layers) may not improve performance for VA Mean Abcolute Error convad_2 (Convap) (None. 5, 64, 64 32) 27680 plan to collect more data and use them to fine tune our neural

particular cases; network.
e Sudden increase of interim result reloading may be caused by data re-packing. MSE: Mean Square Error Also, since we have many choices for the 2-D model and 3-D
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