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Outline

● CUDA
● MAGMA
● MagmaDNN 
● Tensors
● Operations

○ Compute trees
● Layers

○ LSTM



Vector Addition





>
Layer-based model building



Why LSTM?

0.9*0.9*0.9*0.9…. = 0 ; 1.1*1.1*1.1….= inf



What is LSTM?

● Long Short-Term Memory 
● Recurrent Neural Network



LSTM Uses





LSTM Implementation Requirements

● Forward Pass
● Backward Pass

Input Output

Upstream GradientDownstream Gradient



First Implementation

● Combine pre-existing operations with new ones
● CPU and GPU
● Forward and Backward method

○ Each individual operations’ eval and gradient



Needed Operations

● Currently implemented
○ Sigmoid
○ Tanh
○ Matrix Multiplication
○ Matrix Addition
○ Element-wise Product

● Not Implemented
○ Slice
○ Concatenation



Slice and Concat

● Slice

● Concat
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Slice and Concat Testing

● Both implemented on CPU and GPU
● Forward and Backward tested with examples on both

○ Slice/Concatenate passed in tensor and compare output
○ Pass in upstream gradient and compare downstream



Problems in Development cont.

We had to swap 
these two.
(the order shown in the image is correct)

Add these two lines



First Implementation Analysis

● Successes
○ Calculations
○ Training on small data

● Shortcomings
○ Adding operation overhead takes too much 

time for time sequences >10
■ Perhaps exponential growth

○ Compute tree eval issues
○ Can not train on large data



Operation Overhead
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Compute Tree Reevaluation

O(5^n)!!



Second Implementation

● GPU only
● Use a single LSTM Operation

○ Cuda code from previous operations
○ New Cuda code for intermediate calculations

● Forward pass methodology
○ Kernels used
○ MAGMA sgemm and dgemm
○ Value caching

● Backward pass methodology
○ Kernels used
○ MAGMA sgemm and dgemm
○ Use of store values



Second Implementation Analysis

● Resolved Issues
○ Operation Overhead
○ Eval issues

● Ongoing Problems
○ Large data
○ Runs out of memory



Testing

● Compared calculations against 
python script
○ Script verified against Dr. Wong 

test case
○ With and without return 

sequences
● Taught to predict zeros



Performance

input -> lstm(5, return_sequences =true) -> lstm(1, false) -> output
random initialization, all target values set to zero, 200 epochs, 300 input/output pairs



Future LSTM Work

● Understand the problem with the first implementation
○ i.e. why is does it get so slow? what makes it evaluate 

exponentially more operations?
● Fix memory issue with second implementation
● Add support for dynamically changing the input/output 

sequence length
○ This would likely require reworking the NeuralNetwork 

class



Future MagmaDNN Work

ADD ERROR MESSAGES



Future MagmaDNN Work cont.

● Abstract methods do not have clear descriptions of their 
responsibilities.


